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.. . ) Token “on Architecture Train Acc | Test Acc | Recall | Prec | F1 Score | ROC AUC | SMM
> Vision Transformers (ViT) have become comparable to We first implemented Patches . x[,|]  Encoder foEh Baseline 0.476 0328 | 0317 | 0367 | 0.312 0.766 0.025
. . . e - N\ Head Pos-Enc: Learned 0.536 0.390 0.365 0.384 0.376 0.802 0.065
Convolutional Neural Networks (CNNs) in performance. a ViT from scratch 4 — ] Blogk_\\ o Pos-Enc: Integer 0.476 0.318 | 0302 | 0325 | 0304 0.769 0.026
— . . 0ttt Encoder Blocks: 1 0.429 0.336 0.332 0.348 0.325 0.747 0.009
> The central component of a ViT is Multi-headed Input Image '— < (2 & Encoder Blocks: 2 0.475 0.320 0.309 | 0.323 | 0.306 0.751 0.039
. . . . — ‘ k MLP Encoder Blocks: 8 0.374 0.310 0.309 0.279 0.280 0.739 0.017
Self-Attention, but the inner workings of attention are = ~ — . NRE Attention Heads: 1 0.475 0.352 0.341 | 0.337 | 0.324 0.771 0.041
o ‘ i : Linear Layernorm Attention Heads: 2 0.460 0.372 0.370 | 0.348 0.335 0.771 0.001
intricate and not fuIIy understood. ‘ \‘3 w Pro;g;:tlon 4 # Encoder Attention Heads: 8 0.523 0.340 0.321 | 0.373 0.337 0.777 0.029
. . . . A NE - —> @2 )\ Hid-Dem: 4 0.388 0.346 0.342 | 0.311 0.310 0.735 0.021
> We present a novel approach for visualizing attention b S 2N W Flattened =~ |° dit-Hdaa Blocks Hid-Dem: 16 0.510 0.374 0369 | 0.356 |  0.348 0.789 0.026
o w yoo : o ) % Patches Attenti Hid-Dem: 32 0.100 0.100 0.100 | 0.010 0.018 0.502 0.017
using sallency maps to |dent|fy patterns and R Fh— L° =il No Residuals 0.100 0.100 0.100 | 0.010 0.018 0.500 0.297
correlations that can improve ViT design choices and " V 7 Layemorm | N0 Layernor 2 - Ll 0.1:0R 0'01;; 208 2o [ 9482
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enhance the understanding of ViTs. L | ) P
> We operate in a data sparse environment to contrast .l \.h_,/ﬁ_i_g_ va -
the robustness of different model architectures. Starting ViT Architecture . - W | '
o o o ° o ° o lin Pos-Enc: Learned Pos-Enc: Integer Enc Blocks: 1 Enc Blocks: 2 Enc Blocks: 8 1 Attn. Head
Architecture Modifications Attention Visualization peseline  rovnereame Fesne nteqer Fhetodtor T meorier® MR e
P ro b I em State me nt We then trained a series of models on our To visualize attention, we combine the
dataset, making one architectural change from a self-attention matrices then multiply by the |
Our problem is image classification. The inputs are baseline for each model. The six architectural ~ gradient of the intended class. We then
64X64 images and the OUtpUtS are CIaSS Iabels. We use changes are as fo”ows: produce a heat map Of the resulting matrix: 2 Attn. Heads 8 Attn. Heads  Hidden Dim:f Hiddel’.l Dim:16. Hidde.n Dim:32  No Residual No Layernorm
the conventional quantitative metrics of accuracy 1. Positional Encoding € {Sin/Cos, Learned, Attention Visualizations
ISi i Integer} N
\r/sg?lil’ér%rdejclzselZnﬁg\jefcigenfi?:t@ leJ(r:nF;’?rfc:: ',,A‘Sdac:;gsgalx'a 2. #Encoder Blocks € {1, 2, 4, 8 _ Visualize > Learned Positional Encodings created the biggest gain.
O . T  >allency-map 4 th — VT |Attention > The number of encoding blocks and attention heads had
Mask Metric" (SMM), explained in “Methods. : : : Code ,
4. g'ze of H'dCf'eR” D.'(;n TC{A" 8,16, 32} Voe | marginal effect on performance.
5. Presence of Residual Connection € {Yes - N == . . . .
Datas et NO) { Input Image SalienceMap > Changing the hidden dim size drastically affected performance.
Tn eved 6. Presence of Layernorm € {Yes / No} SMM. 2 Novel Metric! > Residuals + Layernorm are absolutely critical!
> We use the Tiny Imagenet (a) Goldfish - *The basellne mOdel ChOIceS are bOIded ! a ove e rlc. > The SMM metrlc tends to be hlgher for the Worse mOdeIs
dataset with 10 cl S e Positional Saliency-map Mask Metric (SMM) (successful models focus on small, differentiating details in
ataset wi Classes Encodings quantitatively analyzes a saliency map by images).

sampled out of 1000.

comparing it with an object instance

-;f" : 2 g Hidden Dim :
> Onlv 500 imaaes per class T 0 segmentation mask (Fast R-CNN) to measure C I - F t W k
y . . SEmal o g NI ,, the overlap of the expected object and onclusion + ruture or
for training, and 100 per class e PN o] —  attended areas. The resultis 0.0 - 1.0. .
for testing. _ ' > Better models focused on fewer, smaller details of the fish
: A | K. Ry 3 . . . .
> The dataset contains [Shswion, Emuaitia 2 | [Lavemom N — easily quantified with our novel SMM metric.
challenging classes that are “ = Blocks SMM Score > In the future, we hope to run more ablations on different
visually similar, making el N\ e [ T~ parts of the ViT.
: : Trilobite thcorpion > i i i - Tall
classification and e o 7 Layernorm L ) e We are alsg interested |n”collect|ng 10 100;( more training
. . . - o L R 8 N e/ ’ . . _ . . . . _
visualizations more | ) Segmentation Salience Map lma.ges ana re-running a. experiments In this r'10n sparse
: . A 9 environment. Do the optimal model configurations change
interesting. .
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